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Abstract

Urdu has been facing various challenges in
Natural Language Processing (NLP) due fto its
morphological  richness.  Stemming, as a
preprocessing  technique  used in  different
applications of natural language processing, is one
of the basic morphological operation applied in
written text. The technique is used differently in its
various applications like machine translation, query
processing, question answering, text summarization
and information retrieval. This paper presents the
Urdu resources for Urdu text stemming such as
affixes list, stop word list, stem word list and
stemming rules to remove the infixes letter(s) and
recoding fo extract correct stems. Here, we collect
1211 affixes, 1124 stop words, 40904 stem word list
and 35 rules with their various variations to remove
the infixes.
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1. Introduction

Urdu language is different from other languages
like English in terms of its linguistics and phonetic
rules. It was developed in the 12th century from the
regional Apabhramsha of northwestern Indial. In the
following paragraph, we list the prominent
differences as compared to English language with
respect to text stemming process.

Urdu script writing orientation is from right to left.
In Urdu word alphabets are connected and do not
start with capital letter as in English. Furthermore,
most of the characters change their shape based on
their position in the word and adjunct letters. Table 1
below demonstrates some of the Urdu characters
morphology.

Table 1 Different shape of Urdu Character

N4l Flps Pl 7

Final Medial Initial Letter
é‘(/ a s f/

GEE, | Fos | musedrae | S

In English each word is separated by a hard space,
but in Urdu words are not always separated by hard
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space, e.g. U+6Lsi. Further, two or more words could

be written as a single word like Ji»< £, This is a
challenging issue in Urdu text segmentation In
English proper nouns always start with capital letter
but in Urdu proper nouns do not start with a capital
letter because Urdu has no letter casing. Due to this,
it is a challenging task to extract proper nouns from
Urdu text. English language researchers have used
rules and tools like named entity recognition (NER)
to mark proper nouns in given text. On the other
hand, such tools for Urdu are either rare or have low
accuracy rate [32],[33].

In English, inflectional or derivational forms are
created by attaching affixes to either or both sides of
the root. For example, words readable and
unreadable are created from the root word read. In
this example, “un” is a prefix and “able” is a suffix.
However, in Urdu language, affix letter(s) could be
found anywhere in the middle of the word. For

instance, ¢» derived from . and ¢/ derived from

1. Thisisa challenging issue in Urdu text stemming
because, it is difficult to distinguish between affix
letters and actual part of the root letters. Conversion
from singular to plural is also different in Urdu
language. There are multiple rules to do this. For
example, a singular could be converted to plural by

adding some suffix such as "< U] by adding

some co-fix with suffix -Further there may be
multiple rules to convert a word into its plural

I sl Ut e U The case of broken plural words

is also different, because they do not follow the
normal morphological rules. Urdu broken plural
words are somewhat like irregular English plurals.
The difference is that English singular and plural
words resemble to each other, such as man to men,
but in the case of Urdu both may be non-identical

e = ¥ . Another difference between two
languages is that English has only uni-gram words
even after derivation. In Urdu there are uni-gram, bi-
gram and tri-gram words that are obtained after
derivation for example 2§58 ¢ =l es’ F and JA

Resource development is basic and fore most step
of Natural Language Processing (NLP) field. Urdu
resource development starts with Urdu Zabta Takhti
(UZT) that is standard code for Urdu characters,
approved by Government of Pakistan (GOP) [8].

A text corpus consisting of 18 million Urdu words
is collected by the Center for Research in Urdu
Language Processing (CRULP) at National
University of Computer and Emerging Sciences in
Pakistan [10]. CLE at University of Engineering and
Technology, Lahore has also produced different

resources for Urdu NLP. This paper focuses on
construction of Urdu resources which can be used
especially for stemmer development for Urdu text
and evaluation, and generally for research in
computational linguistics. This paper describes the
lists of resources produced during my MS thesis and
are available online?.

The remainder of this paper is organized as
follows: Section 2 gives the overview of stemming
algorithms. Section 3 describes the development of
stop words list. Section 4 introduces the Urdu affix
list. The Development of the stem word list is
described in section 5 and development of infix rules
are described in section 6. In section 7 conclusion
and discussion of future work can be found.

2. Stemming algorithms

In stemming, affixes are chopped off from
derivational and inflectional forms of Urdu words to

extract stem. For example, Urdu words J,»"L'u!:éi' in
which ¢ and J1¥ are affixes and its common stem is

J#. According to Lovins [15] “a stemming algorithm

is a computational procedure that reduces all the
words with same root by stripping each word of its
derivational and inflectional suffixes”. Khoja and
Garside [13] define the stemming algorithm in Arabic
language context as “Stemming is the process of
removing all of a word's prefixes, suffixes and infixes
to produce the stem or root”.

Anjali Ganesh [23] analyzed the English stemmer
and classified them into three: truncating, Statistical
and mixed. Moral [24] grouped stemming algorithms
into algorithmic-based approaches and linguistic-
based approaches. Moghadam [25] classify Persian
stemmer into three classes: structural stemmers, table
lookup stemmers and statistical stemmers. Basically,
there are two types of stemmers and third is a
combination of these two, these are described in
detail below.

a) Rule base stemmer
This is most commonly used stemming technique.

First stemmer [5] that is found in literature was a rule
base stemmer. This stemmer is suitable for those
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languages that have well defined linguistic structure.
Rule base approach is also a better choice for infixes
removal. This stemmer can give promising results if
excellent rules are developed. On the other hand, too
much rules make it more complex with inclusion of
contrary and recursive set of rules. To apply one rule
you have to remove other (opposite) rule. This
situation can easily lead toward deteriorated
performance.

b) Statistical stemmer

Another popular approach is the use of statistical
techniques. In such approaches, the system learns
from available corpus and decides on unseen data
using knowledge gained through its experience, i.e.
statistical measures obtained through experience are
used to remove prefixes and affixes. However, the
use of statistical methods is popular among the
language processing community. N-gram based
statistics are used by W. B. Frakes [26]. Melucci [27]
used HMMs and YASS: Yet another suffix stripper
by Majumder [28] is a few of the examples. It can
easily be seen that such approaches are limited to
gain experience. In other words, such approaches
rarely cover the complete grammar of the language
[29]. For example, N-gram approach is better to
remove suffixes only however, Urdu language has
suffixes, co-suffixes, prefixes, infixes and
circumfixes (prefixes and suffixes simultaneously)
[30] and use of HMM requires that every word must
start with the prefix [27]. This review shows that
statistical approaches are insufficient in stemming
process. A comprehensive review of stemming
technique applied in Urdu, Persian and Arabic is
present in [39].

¢) Hybrid stemmers

Hybrid stemmer is combination of the rule base
stemmer and statistical stemmer [40].

3. Development of stop words list

Usually a sentence contains stop words and
content words as shown in figure 1. Stop words have
no linguistic meaning, so useless in queries and can

999 999 2

generally be safely ignored, e.g. in Urdu “¢”);" <
and in English “on”, “in”, “to”, and “the”. On the
other hand, content words are keywords of any
sentence and have lexical meaning. Content words
list usually contains nouns, verbs, or adjectives. Urdu
stop word list usually contains postpositions,
determiners, pronouns, and conjunctions [7]. [2]
Used 400 translated Urdu stop words from English
stop words. In these translated Urdu stop words,

some are not actually stop words e.g. » s =¥ Ui b,
1200 closed words list is provided in [22] and all the

close words are not stop words, for instance e,

=L+ are not stop words but closed words, and these
words are stem able words.

Stop words

=gt

Content words
Figure 1: Example of stop word and content word
Up to now, no significant work has been carried
out to find the stop words from Urdu text. After
studying the various Urdu grammar books and
literature [3], [4], [18], [22], [34], [35], [36], [37]. We

developed stop word list consisting of 1124 Urdu
words

4. Development of Affixes lists

The affixes are a morpheme or set of
morphemes/words that are frequently attached to
other words and create new words. Internal structure
of Urdu word is shown in figure 2.

Word

/lfth

/Lf

Suffix

Word

Stem

J#

v Prefix

Figure 2 Internal structure of Urdu words Figure



A prefix is a morpheme or word that attaches with
the start of the words and changes its meaning, e.g.

.@L‘ in which U is a prefix morpheme and words #
Jir in which (# is a prefix word. On the other hand,

suffix is such morpheme or word that comes at the
end of the words and it does not change the meaning

of the word, e.g. Y’ in which o are a suffix

morpheme and the word «¢ (s in which «¢ is suffix
word. Infixes are letters that can be anywhere in the

middle of words, e.g. .l with which letter | is an infix

and root word is //i

Urdu not only borrows the words from other
languages, but also borrows affixes. Sometimes loan
words are also used as affixes to make a hybrid word
by Hybridization [31]. In table 2, some examples of
affixes/words from the Hindi, Persian, Arabic and
English are listed. In Urdu language, loan affixes
word/letters from one language can be attached to
other language loan affixes, words/letters to create a
new single or compound word.

Table 2 Sample affixes list

Language Prefixes Words suffixes Words
Persian affixes in . . . .
Urdu ~ il ~ sl
Hindi affixes in Urdu J o) J G
Arabic affixes in o ;
Urdu J A d w4
Enghsgiflflixes in S Suks > e J

Qurat-ul-Ain [1] identified 174 prefixes and 712
postfixes. Khan [11], [12] collected 180 prefixes and
750 suffixes for Urdu text. Mubashir [16] mentions
60 prefixes and 140 suffixes. 122 suffixes and 15
prefix are identified by [7]. After studying the various
Urdu grammar books and literature [3], [4], [9], [18],
[22], [34], [35], [36], [37], we constructed prefixes
643, suffix 568; then arrange them according to their
length.

5. Development of Stem word list

Stem words list is essential to validate the
extracted stem. Khan [12] construct a stem words list
of 3500 words for Urdu. Mubashir [16] developed a
stem words list of about 10000 words. After studying
the various Urdu grammar books and literature [3],
[4], [9], [18], [22], [34], [35], [36], [37] we construct
a root word list containing 40904 words. Examples of

stem words are (’; pk.

6. Development of infixes rules

After studying the various Urdu grammar books
and literature [9], [18], [34], [35], [36], [37]. We
chop off the infixes letters from the Urdu words using
orthographic pattern. We construct 10 rules for Urdu
word length 4 letters with variations of rules, 12 rules
for Urdu word length 5 letters with variations of rules
and 13 rules for Urdu word length 6 letters with
variations of rules. A sample list of infixes removal

rules are given in table 3 and complete rules are
available online.?

7. Conclusion

Generally, Information Retrieval (IR) system used
variant forms of the query word by stemming
process. We have pointed out the differences between
Urdu and English language with respect to stemming
process. We have also described different types of
stemming approaches and borrowed affixes from
Arabic, Persian, Hindi and English languages. In this
paper, we presented required linguistic resources for
Urdu text stemming. Evaluation of these language
resources are given in [38].

3 https://sourceforge.net/projects/resource-for-urdu-
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Table 3 Sample infixes removal rules with variation

Set of Rules: Words Length 4 and Stem Words Length 3 Characters
Rule No. 1
Index 3 2 1 0
Orthographic pattern - s - -
Input word 2 J 3 ¢ f
Stem Word Ve, J ¢ I
Rule No. 1 Variations A
Index 3 2 1 0
Orthographic pattern - s - -
Input word ¥es b s b L
Invalid Stem L3 5 b L
Deletion b : 4
Stem Word e b v
Rule No. 1 Variations B
Index 3 2 1 0
Orthographic pattern - 3 - -
Input word U J s S v
Invalid Stem el J S v
Insertion 1 J S [ v
Stem Word S J V4 l v
Rule No. 1 Variations C
Index 3 2 1 0
Orthographic pattern - 3 - -
Input word 74 s s [ v
Invalid Stem g ) [ J
Insertion > > ) [ J
Stem Word 045 > ) & J
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